
Analysis of moving least squares approximation revisited

D. Mirzaei

Department of Mathematics, University of Isfahan, 81745-163 Isfahan, Iran.

Abstract

In this article the error estimation of the moving least squares approximation is provided
for functions in fractional order Sobolev spaces. The analysis presented in this paper
extends the previous estimations and explains some unnoticed mathematical details. An
application to Galerkin method for partial differential equations is also supplied.
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Meshless methods.

1. Introduction

The Moving Least Squares (MLS) approximation was introduced in an early paper
by Lancaster and Salkauskas [1] in 1981 with special cases going back to McLain [2, 3]
in 1974 and 1976 and to Shepard [4] in 1968. For other early studies we can mention the
work of Farwig [5, 6, 7]. Since, in MLS one writes the value of the unknown function
in terms of scattered data, it can be used as an approximation to span the trial space
in meshless (or meshfree) methods. This approximation has found many applications in
curve fitting and numerical solutions of partial differential equations since early nineties
[8, 9, 10, 11].

The error analysis of MLS approximation was provided by some authors, beginning
with the work of Farwig [7] which is limited to a univariate case. The connection to
Backus-Gilbert optimality was studied by Levin [12] in 1998, and later it was used by
Wendland [13, 14, 15] in a more elaborated setting. In Liu et. al. [16] the analysis
is presented for smooth functions in Cm+1(Ω) ∩Hm+1(Ω). Armentano and Durán [17]
proved error estimates in L∞ for the function and its first derivatives in one dimensional
case. Afterward Armentano [18] generalized this to multi-dimensional cases but it is
still restricted to “convex” domains and Sobolev spaces of order one. One can also find
an estimation in Han and Meng [19] for reproducing kernel particle methods (which is
related to the MLS approximation) for integer order Sobolev spaces. They assumed a
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constant bound for the norm of the inverse matrix (matrix A in text) and considered it for
special cases in one dimension and first order approximations. Note that the role of this
matrix is very crucial in analysis. The paper of Zuppa [20] is also limited to some specific
situations. In Wendland [13, 15] the analysis presented only for the function in classical
function spaces. We can also mention the work of Melenk [21] where the theoretical
and computational aspects of some meshless approximation methods, including MLS,
are considered.

The collocation method based on the MLS approximation is called finite point method.
An analysis for this method has been presented in [22]. Besides, an interpolating MLS is
developed recently. For error analysis and applications to element-free Galerkin method
see [23, 24].

The present work is based on the theory of Wendland and extends all the above results
to a general case. All mathematical details are provided, special care is taken near the
boundary, and lower bound for the minimum eigenvalue of the MLS local matrix is derived
in general case, independent of the mesh-size. Besides, the analysis is presented for
functions in fractional order Sobolev spaces. Finally an application to Galerkin methods
for elliptic PDEs is investigated.

2. MLS approximation

Let Ω ⊂ Rd, for positive integer d, be a nonempty and bounded set. In the next
section, more conditions on Ω will be imposed. Assume,

X = {x1, x2, . . . , xN} ⊂ Ω,

is a set containing N scattered points, called centers or data site. Distribution of points
should be well enough to pave the way for analysis.

Henceforth, we use Pdm, for m ∈ N0 = {n ∈ Z, n > 0}, as the space of d-variable
polynomials of degree at most m of dimension Q =

(
m+d
d

)
. A basis for this space is

denoted by {p1, . . . , pQ} or {pα}06|α|6m. As usual, B(x, r) stands for the ball of radius
r centered at x.

The MLS, as a meshless approximation method, provides an approximation su,X of
u in terms of values u(xj) at centers xj by

u(x) ≈ su,X(x) =
N∑
j=1

aj(x)u(xj), x ∈ Ω, (2.1)

where aj are MLS shape functions given by

aj(x) = w(x, xj)
Q∑
k=1

λk(x)pk(xj), (2.2)
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where the influence of the centers is governed by weight function wj(x) = w(x, xj), which
vanishes for arguments x, xj ∈ Ω with ‖x− xj‖2 greater than a certain threshold, say δ.
Thus we can define wj(x) = Φ((x− xj)/δ) where Φ : Rd → R is a nonnegative function
with support in the unit ball B(0, 1). Coefficients λk(x) are the unique solution of

Q∑
k=1

λk(x)
∑
j∈J(x)

wj(x)pk(xj)p`(xj) = p`(x), 0 6 ` 6 Q, (2.3)

where J(x) = {j : ‖x− xj‖2 6 δ} is the family of indices of points in the support of w.
In vector form

a(x) = W (x)PT (PW (x)PT )−1p(x),

where W (x) is the diagonal matrix carrying the weights wj(x) on its diagonal, P is a
Q×#J(x) matrix of values pk(xj), j ∈ J(x), 1 6 k 6 Q, and p = (p1, . . . , pQ)T . In MLS
one finds the best approximation to u at point x, out of Pdm with respect to a discrete
`2 norm induced by a moving inner product, where the corresponding weight function
depends not only on points xj but also on the evaluation point x in question. Note that
A(x) = PW (x)PT is a symmetric positive definite matrix for all x ∈ Ω. More details
can be found in Chapter 4 of [15].

In what follows we will assume that Φ is nonnegative and continuous on Rd and
positive on the ball B(0, 1/2). In many application we can assume that

Φ(x) = φ(‖x‖2), x ∈ Rd,

meaning that Φ is a radial function. Here φ : [0,∞)→ R is positive on [0, 1/2], supported
in [0, 1] and its even extension is nonnegative and continuous on R.

If, further, φ is sufficiently smooth, derivatives of u are usually approximated by
derivatives of su,X ,

Dαu ≈ Dαsu,X(x) =
N∑
j=1

Dαaj(x)u(xj), x ∈ Ω, (2.4)

and they are called standard derivatives. They are different from GMLS or diffuse deriva-
tives [25] which are not the aim of this paper.

3. Error estimation

Since error estimates will be established using a variety of Sobolev spaces, we intro-
duce them now. Let Ω ⊂ Rd be a domain. For k ∈ N0, and p ∈ [1,∞), we define the
Sobolev space W k

p (Ω) to consist of all u with distributional derivatives Dαu ∈ Lp(Ω),
|α| 6 k. The (semi-)norms associated with these spaces are defined as

|u|Wk
p (Ω) :=

∑
|α|=k

‖Dαu‖pLp(Ω)

1/p

, ‖u‖Wk
p (Ω) :=

∑
|α|6k

‖Dαu‖pLp(Ω)

1/p

.
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The case p =∞ is defined in the standard way

|u|Wk
∞(Ω) := sup

|α|=k
‖Dαu‖L∞(Ω), ‖u‖Wk

∞(Ω) := sup
|α|6k

‖Dαu‖L∞(Ω).

For fractional order Sobolev spaces, we use the norms below. Let p ∈ [1,∞), k > 0,
k ∈ Z, and let 0 < s < 1. We define the fractional order Sobolev spaces W k+s

p (Ω) to be
the space of all u for which the norms below are finite.

|u|Wk+s
p (Ω) :=

∑
|α|=k

∫
Ω

∫
Ω

|Dαu(x)−Dαu(y)|p

|x− y|d+ps
dxdy

1/p

,

‖u‖Wk+s
p (Ω) :=

(
‖u‖Wk

p (Ω) + |u|Wk+s
p (Ω)

)1/p

.

The first step in deriving error estimates is to consider only local regions D that are
star-shaped with respect to a ball. A domain D ⊂ Rd is said to be star-shaped with
respect to a ball B = B(y, ρ) = {x ∈ Rd : ‖x − y‖ 6 ρ} if for every x ∈ D, the closed
convex hull of {x} ∪B is contained in D. Let

ρmax = sup{ρ : D is star-shaped with respect to a ball of radius ρ},

then the chunkiness parameter of D is defined by γ = dD
ρmax

where dD is the diameter of
D.

Approximating a function u ∈Wm+1
q (D) by averaged Taylor polynomials Qmu ∈ Pdm

is discussed in [26, Chapter 4]. The averaged Taylor polynomials are defined as follows.
Let B be a ball with respect to which D is star-shaped having radius ρ > 1

2ρmax. Then

Qmu(x) :=
∑
|α|6m

1
α!

∫
B

Dαu(y)(x− y)αϕ(y)dy,

where ϕ(y) > 0 is a C∞ “bump” function supported in B satisfying both
∫
B
ϕ(y)dy = 1

and maxϕ 6 Cρ−d.
In [26] the W `

p bounds on u − Qmu are given for integer ` when u ∈ Wm+1
p (D) and

` 6 m+1. A version of these results that applies when u belongs to Wm+s
p (D), 0 6 s < 1,

was proved in [27]. An improvement of conditions (range of s) was discussed in [28] by
the same authors.

Lemma 3.1. Let B be a ball in D such that D is star-shaped with respect to B and
such that its radius ρ > (1/2)ρmax. Let Qmu be the Taylor polynomial of order m of u
averaged over B where u ∈ Wm+s

p (D) for 0 6 s < 1 and p ∈ [1,∞). Let m > d/p for
p > 1 and m > d for p = 1. Then there exists constant C = C(m, d, p, γ) such that

‖u−Qmu‖L∞(D) 6 C d
m+s−d/p
D |u|Wm+s

p (D), (3.1)

where dD is the diameter of D.
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We should note that the identity

DαQmu = Qm−|α|D
αu, for all u ∈W |α|1 (D). (3.2)

which is found in [26, Section 4], holds for |α| 6 m. Applying Lemma 3.1 on Dαu

instead of u, using the identity (3.2) and the inequality |Dαu|
W
k+s−|α|
p (D)

6 |u|Wk+s
p (D),

we obtain

Corollary 3.2. Let 0 6 s < 1. For u ∈Wm+s
p (D),

‖Dαu−DαQmu‖L∞(D) 6 C d
m+s−|α|−d/p
D |u|Wm+s

p (D), (3.3)

provided that m > |α|+ d/p for p > 1 and m > |α|+ d for p = 1.

Analogous to the error bound (3.1), one can easily derive the W `
q bound for u−Qmu

when u ∈Wm+s
p (D). We give the results in the following Lemma.

Lemma 3.3. Let q ∈ [1,∞], p ∈ [1,∞) and α be a multi-index satisfying m > |α|+ d/p

for p > 1 and m > |α|+ d for p = 1. With the notation and assumptions of Lemma 3.1,
we have

‖u−Qmu‖W |α|q (D)
6 C d

m+s−|α|+d(1/q−1/p)
D |u|Wm+s

p (D), (3.4)

where C = C(m, d, p, q, α, γ).

Proof. Although the proof can be implicitly extracted from [27], but we present it here
for the reader’s conveniences. Let q ∈ [1,∞). Using the definition of Sobolev norms, we
have

‖u−Qmu‖q
W
|α|
q (D)

=
∑
|β|6|α|

∫
D
|Dβ(u−Qmu)|qdx

6 #{β ∈ Nd0 : |β| 6 |α|} × vol(D)
(

max
|β|6|α|

‖Dβ(u−Qmu)‖L∞(D)

)q
6 C(d, α) ddD max

|β|6|α|
‖Dβ(u−Qmu)‖qL∞(D)

6 C(m, d, p, α, γ) dq(m+s−|α|+d(1/q−1/p))
D |u|q

Wm+s
p (D)

.

At the third line above, we use the facts that vol(D) 6 Cdd
d
D and

#{β ∈ Nd0 : |β| 6 |α|} =
|α|∑
i=0

(
i+ d− 1
d− 1

)
=
(
|α|+ d

d

)
= O(|α|d).

In the last line, Corollary 3.2 has been applied. Finally taking the q-th root of the both
sides completes the proof with the new constant C = C(m, d, p, q, α, γ). The case q =∞
can be proved by a similar argument (see also [15, Proposition 11.29]).
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Remark 3.4. In case s = 1, if we assume m+ 1 > |α|+ d/p for p > 1 and m+ 1 > |α|+ d

for p = 1 then estimations (3.1) and (3.4) are still valid, due to [26]. The reader should
be cautious that these error bounds can not be obtained by inserting s = 0 and replacing
m by m+ 1 in fractional cases, because the later produces Qm+1u.

Up to this point, we reviewed some Sobolev error bounds for a function which is
approximated by the averaged Taylor polynomial on a star-shaped domain. These bounds
are usually used for analyzing the finite element method (FEM). Now we turn to the MLS,
as a meshless approximation method, and employ the above bounds to analyze it. The
final bound will be presented for functions in fractional Sobolev spaces. Although one can
use the interpolation arguments (for example the “real” method based on K-functionals)
to extend the integer order Sobolev spaces to fractional ones, here we follow the direct
approach because all materials are provided via (3.1) and (3.4).

First we introduce some other notations. For a set of points X = {x1, x2, . . . , xN} in
a bounded domain Ω ⊂ Rd, the fill distance is defined to be

hX,Ω = sup
x∈Ω

min
16j6N

‖x− xj‖2,

and the separation distance is defined by

qX =
1
2

min
i 6=j
‖xi − xj‖2.

A set X of data sites is said to be quasi-uniform with respect to a constant cqu > 0 if

qX 6 hX,Ω 6 cquqX . (3.5)

A set X = {x1, . . . , xN} ⊂ Rd with N > Q is called Pdm-unisolvent if the zero polynomial
is the only polynomial from Pdm that vanishes on X.

A set Ω ⊂ Rd is said to satisfy an interior cone condition if there exist an angle
θ ∈ (0, π/2) and a radius r > 0 such that for every x ∈ Ω a unit vector ξ(x) exists such
that the cone

C(x, ξ, θ, r) :=
{
x+ ty : y ∈ Rd, ‖y‖2 = 1, yT ξ > cos θ, t ∈ [0, r]

}
is contained in Ω.

Assuming the compact set Ω satisfies an interior cone condition with radius r and
angle θ, and data site X ⊂ Ω satisfies the quasi-uniform condition (3.5), Wendland
[15, Chapter 4] proved that shape functions {aj(x)} from MLS approximation (2.1)
provide a stable local polynomial reproduction of degree m on Ω, i.e. there exist constants
h0, C1, C2 > 0 independent of X such that for every x ∈ Ω

1.
∑N
j=1 aj(x)p(xj) = p(x), for all p ∈ Pdm,
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2.
∑N
j=1 |aj(x)| 6 C1

3. aj(x) = 0 if ‖x− xj‖2 > δ = 2C2hX,Ω,

for all X with hX,Ω 6 h0. Constant C1 depends on the weight function φ, and constants
C2 and h0 are

C2 =
16(1 + sin θ)2m2

3 sin2 θ
, h0 =

r

C2
. (3.6)

He also proved that, if the weight function possesses k continuous derivatives then the
approximant su,X is also in Ck. Using the above properties, he proved the error bound

‖u− su,X‖L∞(Ω) 6 Chm+1
X,Ω |u|Cm+1(Ω∗),

where |u|Cm+1(Ω∗) := max|β|=m+1 ‖Dβu‖L∞(Ω∗) in which Ω∗ = ∪x∈ΩB(x,C2h0) can be
obviously larger than the exact domain Ω. Here Dβ is the classical derivative operator
on space Cm+1. The results of the present paper (in a special case) extend this bound
for functions u in fractional order Sobolev space Wm+s

p (Ω).
Taking derivatives of order α, |α| 6 m, under some mild conditions, we can show that

functions {Dαaj(x)} in approximation (2.4) form another local polynomial reproduction
in the following sense: there exist constants h0, C1,α, C2 > 0 independent of X such that
for every x ∈ Ω

1.
∑N
j=1D

αaj(x)p(xj) = Dαp(x), for all p ∈ Pdm,

2.
∑N
j=1 |Dαaj(x)| 6 C1,αh

−|α|
X,Ω ,

3. Dαaj(x) = 0 if ‖x− xj‖2 > δ = 2C2hX,Ω,

for all X with hX,Ω 6 h0. The first and the last items are immediately followed from
the previous local polynomial reproduction system. But proving item 2 invites more
challenges. First we prove the following straightforward result.

Lemma 3.5. Let X = {x1, . . . , xN} ⊂ Ω has fill distance hX,Ω. Suppose that function
φ : [0,∞)→ R, is supported in [0, 1] and its even extension belongs to Cm(R) for m ∈ N0.
Then for wj(x) = φ(‖x− xj‖2/δ), x ∈ Rd and |α| 6 m we have

|Dαwj(x)| 6 Cαh
−|α|
X,Ω , ∀x ∈ Ω, j = 1, . . . , N, (3.7)

provided that δ = 2C2hX,Ω.

Proof. Since φ is a compactly supported and Cm function, derivatives of φ up to order
m are continuous and bounded. The absolute value of Dαwj , has a bound with a factor
δ−|α| times derivatives of φ. This immediately gives the desired bound for sufficiently
small hX,Ω.
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The MLS approximation can be implemented in a more stable fashion, if a shifted
and scaled polynomial basis function is used as a basis for Pdm. In this case, we use the
basis {

(x− z)α

h
|α|
X,Ω

}
06|α|6m

, (3.8)

where z is fixed and depends on the evaluation point to be considered. If x̂ is the
evaluation point, the best result will be obtained if we finally set z = x̂. In fact, MLS
uses different bases for each evaluation point. We can do this, because the formulation of
MLS approximation and equations (2.2) and (2.3) are independent of the choice of basis
functions. Thus the MLS shape functions can be written as

aj(x) = wj(x)
∑
|α|6m

λα(x)
(xj − z)α

h
|α|
X,Ω

, j = 1, 2, . . . , N, (3.9)

where λα(x) is obtained by solving the positive definite system

A(x)λ(x) = p(x), pα(x) =

{
(x− z)α

h
|α|
X,Ω

}T
06|α|6m

, (3.10)

where

Ai,k(x) =
N∑
j=1

wj(x)pi

(
xj − z
hX,Ω

)
pk

(
xj − z
hX,Ω

)
, i, k = 1, . . . , Q. (3.11)

Since φ is supported in the unit ball, we used the summation index
N∑
j=1

instead of
∑
j∈J(x)

in the above formulation. Since the set point X satisfies the quasi uniform condition
(3.5), the number #J(x) of points in J(x) can be bounded independent of hX,Ω [15]. In
fact, for xi, xk ∈ B(x, δ) and xi 6= xk the balls B(xi, qX) and B(xk, qX) are disjoint. All
of these balls with xj ∈ J(x) are contained in the ball B(x, qX + δ). It is clear that

vol
( ⋃
j∈J(x)

B(xj , qX)
)

6 vol
(
B(x, qX + δ)

)
,

which simply gives #J(x)qdX 6 (δ + qX)d. Using the quasi-uniform condition and δ =
2C2hX,Ω, we have

#J(x) 6 (1 + 2C2cqu)d =: C#.

Lemma 3.6. If the weight function φ satisfies the assumptions of Lemma 3.5, then for
a fixed but arbitrary evaluation point x̂ ∈ Ω we have

|DαA(x̂)| 6 Cαh
−|α|
X,Ω , ∀α with |α| 6 m, (3.12)

where Cα is a constant matrix independent of hX,Ω.
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Proof. Equation (3.11) gives

DαAi,k(x) =
N∑
j=1

Dαwj(x)pi

(
xj − x̂
hX,Ω

)
pk

(
xj − x̂
hX,Ω

)
.

Evaluating at x̂, taking absolute value from both sides and using ‖xj−x̂‖2 6 δ = 2C2hX,Ω

we obtain

|DαAi,k(x̂)| 6 C

N∑
j=1

|Dαwj(x̂)| 6 CC#Cαh
−|α|
X,Ω .

This completes the proof.

Since A(x) is positive definite for all x ∈ Ω, all eigenvalues are real and positive. If
the basis (3.8) is employed, we can prove that the smallest eigenvalue of A(x) has a lower
bound away from zero and independent of hX,Ω. Proving this assertion helps us to find
a bound for |DαA−1(x)|. First, recall

λmin(A(x)) = min
v∈RQ\{0}

vTA(x)v
vT v

, (3.13)

for symmetric matrix A(x). Since A(x) is also positive definite, we necessarily have
λmin(A(x)) > 0. To bound λmin we follow some parts of Melenk’s argument [21] and the
concept of norming sets presented in Appendix .1.

Lemma 3.7. Suppose that the bounded set Ω ⊂ Rd satisfies an interior cone condition
with radius r and angle θ ∈ (0, π/2). Let X = {x1, . . . , xN} ⊆ Ω has fill distance
h = hX,Ω and satisfies h 6 r/C2 =: h0 where C2 is defined in (3.6). Suppose that
δ = 2C2h is the size of supports of the weight functions, and for a fixed but arbitrary
x̂ in Ω the set {xj ∈ X : j ∈ J(x̂)} is Pdm-unisolvent. Then there exists constant Cλ
independent of h such that

λmin(A(x̂)) > Cλ > 0,

provided that the shifted scaled basis functions (3.8) are employed.

Proof. Let v∗ ∈ RQ, v∗ 6= 0, be a vector at which the minimum in (3.13) occurs for
x = x̂. Define

π(x) :=
∑
|α|6m

v∗α
(x− x̂)α

h|α|
. (3.14)

Now using (3.11) we simply have

v∗TA(x̂)v∗ =
N∑
j=1

wj(x̂)π2(xj).
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Since {xj : j ∈ J(x̂)} is Pdm-unisolvent, the functionals Z = {δxj : j ∈ J(x̂)} form a
norming set for Pdm, i.e. there exists an injective mapping T : Pdm → T (Pdm) ⊆ R#J(x̂),
where T (p) =

(
p(xj)

)
j∈J(x̂)

(See Appendix .1). Set Z allows us to equip Pdm with an

equivalent norm via the operator T . We define the norm on R#J(x̂) by

‖p‖22,w :=
∑
j∈J(x̂)

wj(x̂)p2(xj),

and the norm on Pdm by the infinity norm. Using the properties of norming sets and
setting p = π, we have

‖π‖2,w >
1

‖T−1‖
‖π‖∞,B(x̂,δ).

Obviously, the set ∂B(x̂, h) = {x : ‖x− x̂‖ = h} is a subset of B(x̂, δ). Definition of π in
(3.14) ensures that the values of π on ∂B(x̂, h) are independent of h, because h will be
canceled from the numerators and the denominators. In fact ‖π‖∞,∂B(x̂,h) is bounded
from below by a positive factor times ‖v∗‖1 :=

∑
|α|6m |v∗α|, and thus we have

‖π‖∞,B(x̂,δ) > ‖π‖∞,∂B(x̂,h) > Cπ‖v∗‖1 > Cπ‖v∗‖2,

where Cπ is the mentioned factor which is independent of h. The last inequality follows
from the standard relations between one and two norms in RQ.

It remains to bound ‖T−1‖. By assumptions, Ω satisfies a cone condition with angle
θ and radius r, and h 6 r/C2. The later gives δ/2 6 r. Of course the cone condition
will be obeyed if we use any radius less than r. Thus for every x̂ ∈ Ω, there exists a cone
C(x̂) = C(x̂, ξ, θ, δ/2) ⊂ Ω ∩ B(x̂, δ/2), and using Lemma Appendix .2 there exists a
closed ball

B̃ = B(x̃, ρδ) ⊂ C(x̂), ρ =
1
2

sin θ
1 + sin θ

.

We are going to prove

‖p‖∞,B(x̂,δ) 6 C1‖p‖∞,B̃ 6 C|p(xk)|, xk ∈ B̃ ⊂ B(x̂, δ/2), (3.15)

for all p ∈ Pdm. Using Lemma Appendix .4, the first inequality satisfies with C1 =
(

2
ρ

)m.

To prove the second, let ‖p‖∞,B̃ = |p(xM )|, for xM ∈ B̃. Since ball B̃ itself satisfies
an interior cone condition with radius ρδ and angle π/3, Theorem Appendix .3 can be
applied provided that h 6 ρδ

√
3/2

4(1+
√

3/2)m2 . One can easily check that this condition is always

satisfied because δ = 2C2h = 32h(1+sin θ)2m2

3 sin2 θ
. The proof of the mentioned Theorem shows

that there exists a point xk ∈ X ∩ B̃ such that |p(xk)| > 1
2 |p(xM )| = 1

2‖p‖∞,B̃ . Thus in

(3.15) the constant C can be chosen as Cθ,m := 2( 4(1+sin θ)
sin θ )m. Letting

wmin := min
s∈[0,1/2]

φ(s),
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we can write

wmin‖p‖2∞,B(x̂,δ) 6 C2
θ,mwk|p(xk)|2 6 C2

θ,m

N∑
j=1

wj |p(xj)|2 = C2
θ,m‖p‖22,w,

which immediately gives

‖T−1‖ 6
Cθ,m√
wmin

.

Summarizing all, we have

λmin(A(x̂)) =
v∗A(x̂)v∗

v∗T v∗
=
‖π‖22,w
‖v∗‖22

>
C2
π

‖T−1‖2
>
wminC

2
π

C2
θ,m

=: Cλ,

which completes the proof.

Remark 3.8. The unisolvency condition in Lemma 3.7 is a mild condition, because in
most cases if Ω satisfies a cone condition then Ω ∩ B(x, δ), x ∈ Ω, also satisfies another
cone condition and for sufficiently small hX∩B,Ω∩B Theorem Appendix .3 ensures the
unisolvency.

Remark 3.9. The role of “shifted” and “scaled” basis functions (3.8) is crucial to bound
λmin away from zero and independent of hX,Ω. Otherwise, experiments show that λmin

tends to zero when hX,Ω → 0. See section 6 of [25] for numerical results.

Lemma 3.10. With the notation and assumptions of Lemmas 3.7 and 3.5, we have

|DαA−1(x̂)| 6 Cαh
−|α|, ∀α with |α| 6 m, (3.16)

where Cα is a constant matrix independent of h = hX,Ω.

Proof. Taking the derivative of both sides of the well known relation A−1(x)A(x) = I

and evaluating at x̂, we obtain

DαA−1(x̂) = −A−1(x̂)
∑
β6α
β 6=α

(
α

β

)
Dα−βA(x̂)DβA−1(x̂). (3.17)

Induction on |β| can be used to prove the desired result. The first step in induction is
considered by choosing β = ej , the unit vector with 1 in j-th place. We simply have
DejA−1 = −A−1(DejA)A−1. Since |ej | = 1, equation (3.12) yields

|DejA−1| 6 |A−1|C1h
−1|A−1|,

where C1 is a constant matrix. From matrix computations, there exists a constant matrix
C ∈ RQ×Q such that |A−1| 6 C‖A−1‖2 holds. Since A is symmetric positive definite, we
have

|DejA−1| 6 Ch−1‖A−1‖22 =
Ch−1

λ2
min(A)

6
C

C2
λ

h−1,

11



which yields the starting point for induction. Now we suppose that |DβA−1| 6 Ch−|β|

holds for all β 6 α and β 6= α. Employing (3.12), equation (3.17) gives

|DαA−1| 6 |A−1|
∑
β6α
β 6=α

(
α

β

)
Cα,βh

|β|−|α|Cβh
−|β| 6 Cαh

−|α|,

which completes the proof.

Theorem 3.11. The shape functions aj, j = 1, . . . , N , from the MLS approximation
possess the following stability condition for |α| 6 m,

N∑
j=1

|Dαaj(x)| 6 C1,αh
−|α|
X,Ω , ∀x ∈ Ω,

where C1,α is independent of data site X, provided that all assumptions of Lemmas 3.7
and 3.5 are satisfied.

Proof. Let h = hX,Ω. First, from (3.10) we have λ(x) = A−1(x)b(x) and thus for a fixed
but arbitrary x̂ ∈ Ω

Dαλ(x̂) =
∑
η6α

(
α

η

)
Dα−ηA−1(x̂)Dηp(x̂), ∀α with |α| 6 m.

Since z = x̂, obviously all entries of vector Dηp(x̂) are zero except the η-entry which is
η!h−|η|, i.e. Dηp(x̂) = η!h−|η|eη, where eη is a unit vector with 1 in η-th place. Now
using (3.16) we can write for a constant matrix Cα,η

|Dαλ(x̂)| 6
∑
η6α

(
α

η

)
Cα,ηh

|η|−|α|eηh
−|η| 6 Cαh

−|α|,

where the vector Cα is a bound for
∑
η6α

(
α

η

)
Cα,ηeη. Now, taking the derivatives of both

sides of equation (3.9) one obtains

Dαaj(x) =
∑
η6α


(
α

η

)
Dα−ηwj(x)

∑
|β|6m

Dηλβ(x)h−|β|(xj − x̂)β

 .

Evaluating at x̂, applying the bounds of Dηλβ(x̂) and Dα−ηwj(x̂) and using the fact
that |xj − x̂|β 6 h|β|, we finally have

|Dαaj(x̂)| 6
∑
η6α


(
α

η

)
Cα,ηh

|η|−|α|
∑
|β|6m

Cηh
−|η|h−|β|h|β|


6 Cαh

−|α|,

which completes the proof.
12



Theorem 3.11 establishes the second property of the local polynomial reproduction
system {Dαaj}. This will help us to estimate the error function in MLS approximation.
First we note that a region with a Lipschitz boundary automatically satisfies an interior
cone condition. More details can be found in [29].

Theorem 3.12. Suppose that Ω ⊂ Rd is a bounded set with a Lipschitz boundary. Let
m be a positive integer, 0 6 s < 1, p ∈ [1,∞), q ∈ [1,∞] and let α be a multi-index
satisfying m > |α| + d/p for p > 1 and m > |α| + d for p = 1. If u ∈ Wm+s

p (Ω),
there exist constants C > 0 and h0 > 0 such that for all X = {x1, . . . , xN} ⊂ Ω with
hX,Ω 6 min{h0, 1} which are quasi-uniform with the same cqu in (3.5), the estimate∥∥u− su,X∥∥W |α|q (Ω)

6 Ch
m+s−|α|−d(1/p−1/q)+
X,Ω ‖u‖Wm+s

p (Ω), (3.18)

holds. Here (x)+ = max{x, 0} and su,X is the MLS approximation of u on data site X
in which the corresponding weight function satisfies the assumptions of Lemma 3.5, and
the shifted scaled basis polynomials (3.8) are employed.

Proof. Since Ω is bounded and has a Lipschitz boundary, we can use the continuous
extension operator

EΩ : Wm+s
p (Ω)→Wm+s

p (Rd), 1 6 p <∞,

to extend any u ∈ Wm+s
p (Ω) to a function v := EΩu ∈ Wm+s

p (Rd), with v|Ω = u. Since
the extension is continuous, we have

‖v‖Wm+s
p (Rd) 6 C‖u‖Wm+s

p (Ω). (3.19)

The case s = 0 was constructed by Stein [30] and works also for p = ∞. DeVore and
Sharpley [31] have proved this extension for the fractional order spaces.

First we prove (3.18) for q ∈ [1,∞). The case q =∞ will be discussed later. Let the
Lipschitz domain Ω satisfies a cone condition with angle θ and radius r. Assuming h0 =
r/C2 in (3.6), we first bound the error over subdomains Bk = B(xk, δ)∩Ω, k = 1, . . . , N ,
for δ = 2C2hX,Ω where hX,Ω 6 min{h0, 1}. At the end, we will extend the error bound
over entire Ω. Let Dk = B(xk, 2δ), k = 1, . . . , N . Clearly, Dk * Ω in general. But Dk
is star-shaped with respect to a ball B̃ ⊂ Dk with chunkiness parameter γ = 2. Now
let p = Qmv ∈ Pdm be the Taylor polynomial of degree m of v on Dk averaged over B̃.
The reader should care about the letter p, which has been employed for both polynomial
and Sobolev notations. Using the properties of the stable local polynomial reproduction
{aj}, we can write for x ∈ Bk

u(x)− su,X(x) = u(x)− p(x) +
N∑
j=1

aj(x)
(
p(xj)− u(xj)

)
,

13



and in W
|α|
q norm,

‖u− su,X‖W |α|q (Bk)
6 ‖u− p‖

W
|α|
q (Bk)

+
∥∥∥ N∑
j=1

aj(·)
(
p(xj)− u(xj)

)∥∥∥
W
|α|
q (Bk)

. (3.20)

Using the facts that xj ∈ Dk and v|Ω = u, the second norm on the right-hand side can
be bounded as below∥∥∥ N∑
j=1

aj(·)
(
p(xj)− u(xj)

)∥∥∥q
W
|α|
q (Bk)

=
∑
|β|6|α|

∥∥∥ N∑
j=1

Dβaj(·)
(
p(xj)− u(xj)

)∥∥∥q
Lq(Bk)

6 CddBk‖v − p‖
q
L∞(Dk)

∑
|β|6|α|

(
max
x∈Bk

N∑
j=1

∣∣Dβaj(x)
∣∣)q

6 CddBk‖v − p‖
q
L∞(Dk)

∑
|β|6|α|

C1,βh
−|β|q
X,Ω

6 Cαd
d
Bkh
−|α|q
X,Ω ‖v − p‖

q
L∞(Dk),

where we use∥∥∥ N∑
j=1

Dβaj(·)
(
p(xj)− u(xj)

)∥∥∥q
Lq(Bk)

6
∫
Bk

( N∑
j=1

∣∣Dβaj(x)
∣∣∣∣p(xj)− u(xj)

∣∣)qdx
6 ‖v − p‖qL∞(Dk)

(
max
x∈Bk

N∑
j=1

∣∣Dβaj(x)
∣∣)q ∫

Bk
dx,

which together with
∫
Bk dx = vol(Bk) 6 c ddBk gives the inequality in the second line.

The inequality in the third line follows from Theorem 3.11. The last estimate satisfies
because hX,Ω 6 1 and |α| > |β|. Thus from (3.20) we can write

‖u− su,X‖W |α|q (Bk)
6 ‖u− p‖

W
|α|
q (Bk)

+ Cαd
d/q
Bk h

−|α|
X,Ω ‖v − p‖L∞(Dk).

To bound the both terms on the right-hand side of inequality above, first by (3.1) we
have

‖v − p‖L∞(Dk) 6 c d
m+s−d/p
Dk |v|Wm+s

p (Dk).

Then, since Bk ⊂ Dk, (3.4) leads to

‖u− p‖
W
|α|
q (Bk)

6 ‖v − p‖
W
|α|
q (Dk)

6 C d
m+s−|α|+d(1/q−1/p)
Dk |v|Wm+s

p (Dk).

If we assemble everything up to this point and use the facts that dBk 6 2δ and dDk = 4δ
we get

‖u− su,X‖W |α|q (Bk)
6 C h

m+s−|α|+d(1/q−1/p)
X,Ω |v|Wm+s

p (Dk). (3.21)
14



Now we should extend this bound over entire Ω. Since δ = 2C2hX,Ω and C2 > 1/2,
for every x ∈ Ω there is a center xj ∈ B(x, δ) ∩ Ω. This clearly shows Ω = ∪Nk=1Bk ⊂
∪Nk=1Dk =: Ω∗. First, since Dk ⊂ Ω∗ we have

N∑
k=1

|v|p
Wm+s
p (Dk)

=
N∑
k=1

∑
|β|=m

∫
Dk

∫
Dk

|Dβu(x)−Dβu(y)|p

|x− y|d+ps
dxdy

6
N∑
k=1

∑
|β|=m

∫
Dk

∫
Ω∗

|Dβu(x)−Dβu(y)|p

|x− y|d+ps
dxdy

=
∑
|β|=m

∫
Ω∗

(
N∑
k=1

χDk(x)

)∫
Ω∗

|Dβu(x)−Dβu(y)|p

|x− y|d+ps
dxdy,

where χD denotes the characteristic function of the setD. Note that n(x) :=
∑N
k=1 χDk(x)

is the number of subdomains Dk containing x. This function can be bounded by a con-
stant because X is a quasi-uniform set. In fact n(x) is the number of points xk located
in the ball B(x, 2δ). Since this ball is contained in a cube of side-length 4δ/

√
d, we can

write

n(x) 6

(
4δ√
dqX

)d
6

(
8C2hX,Ωcqu√

dhX,Ω

)d
=
(

8cquC2√
d

)d
.

Thus we have
N∑
k=1

|v|p
Wm+s
p (Dk)

6 C
∑
|β|=m

∫
Ω∗

∫
Ω∗

|Dβu(x)−Dβu(y)|p

|x− y|d+ps
dxdy

= C|v|p
Wm+s
p (Ω∗)

.

Now applying (3.21) and the above bound we can write

‖u− su,X‖W |α|q (Ω)
6

(
N∑
k=1

‖u− su,X‖q
W
|α|
q (Bk)

)1/q

6 C h
m+s−|α|+d(1/q−1/p)
X,Ω

(
N∑
k=1

|v|q
Wm+s
p (Dk)

)1/q

6 C h
m+s−|α|+d(1/q−1/p)
X,Ω N (1/q−1/p)+

(
N∑
k=1

|v|p
Wm+s
p (Dk)

)1/p

6 C h
m+s−|α|+d(1/q−1/p)
X,Ω h

−d(1/q−1/p)+
X,Ω |v|Wm+s

p (Ω∗)

6 C h
m+s−|α|−d(1/p−1/q)+
X,Ω |v|Wm+s

p (Ω∗)

6 C h
m+s−|α|−d(1/p−1/q)+
X,Ω |v|Wm+s

p (Rd)

6 C h
m+s−|α|−d(1/p−1/q)+
X,Ω ‖v‖Wm+s

p (Rd).
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The bound on the third line above follows from standard inequalities relating p and q

norms on finite dimensional spaces where (x)+ = max{x, 0}. In the fourth line, to bound
N by the fill distance, let dΩ be the diameter of Ω. Since Ω is bounded, there exists a
cube of side length dΩ/

√
d that contains Ω. Thus

N 6
( dΩ√

dqX

)d
6
( cqudΩ√

dhX,Ω

)d
= ch−dX,Ω.

In the fifth line, we have used the identity d
(
1/q−1/p

)
−d
(
1/q−1/p

)
+

= −d
(
1/p−1/q

)
+

.
Finally, we invoke the norm equivalence property (3.19) to get the final bound

‖u− su,X‖W |α|q (Ω)
6 C h

m+s−|α|−d(1/p−1/q)+
X,Ω ‖u‖Wm+s

p (Ω).

The case q =∞ can be proved in a similar way, because (3.4) can be used for q =∞ to
bound the first term in (3.20), and the second term can be simply bounded by

∥∥∥ N∑
j=1

aj(·)
(
p(xj)− u(xj)

)∥∥∥
W
|α|
∞ (Bk)

6 Ch
−|α|
X,Ω ‖v − p‖L∞(Dk).

The reader can continue the proof to get

‖u− su,X‖W |α|∞ (Ω)
6 C h

m+s−|α|−d/p
X,Ω ‖u‖Wm+s

p (Ω).

Remark 3.13. According to Remark 3.4, one can easily proceed with the proof of Theorem
3.12 (by doing some modifications) to get the estimation∥∥u− su,X∥∥W |α|q (Ω)

6 Ch
m+1−|α|−d(1/p−1/q)+
X,Ω ‖u‖Wm+1

p (Ω), (3.22)

provided that m+ 1 > |α|+ d/p for p > 1 and m+ 1 > |α|+ d for p = 1.

4. Application to Galerkin method for PDEs

As an application, we consider the second order elliptic partial differential equation

−
d∑

i,j=1

∂

∂xi

(
κij

∂u

∂xj

)
(x) + c(x)u(x) = f(x), x ∈ Ω, (4.1)

d∑
i,j=1

κij(x)
∂u

∂xj
(x)ni(x) + b(x)u(x) = g(x), x ∈ ∂Ω, (4.2)

where Ω is a bounded domain with Lipschitz boundary ∂Ω, and κij , c ∈ L∞(Ω), f ∈
L2(Ω), aij , b ∈ L∞(∂Ω), g ∈ L2(∂Ω) and n is the unit normal vector to the boundary
∂Ω. Matrix K(x) =

(
κij(x)

)
is assumed to be uniformly elliptic in Ω, i.e. there exists a
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constant γ such that for all x ∈ Ω and all α ∈ Rd we have αTK(x)α > γ‖α‖22. Moreover,
we assume c > 0 and b > 0, and at least one of them is uniformly bounded away from
zero on a subset of nonzero measure on Ω or ∂Ω, respectively. Under these assumptions
the weak form of equation (4.1) together with boundary condition (4.2) is a(u, v) = `(v)
where a(u, v) : W 1

2 (Ω)×W 1
2 (Ω) → R is a coercive and continuous bilinear form defined

by

a(u, v) =
∫

Ω

 d∑
i,j=1

κij
∂u

∂xj

∂v

∂xi
+ cuv

 dΩ +
∫
∂Ω

buv dΓ,

and ` : W 1
2 (Ω)→ R is a continuous linear functional defined by

`(v) =
∫

Ω

fv dΩ +
∫
∂Ω

gv dΓ.

Using the Lax-Milgram theory, the corresponding variational problem

find u ∈W 1
2 (Ω) such that a(u, v) = `(v), for all v ∈W 1

2 (Ω), (4.3)

admits a unique solution u and the solution is continuously depended on data `. This
problem has been analyzed in [32] using radial basis functions interpolation.

To find the numerical solution we use the same Galerkin method as in the classical
finite element method. The approximation solution is sought in a subspace generated by
MLS shape functions. We define for quasi-uniform set X = {x1, . . . , xN} ⊂ Ω

VN = span{a1, a2, . . . , aN}

as a subspace of W 1
2 (Ω) and solve the discretized problem

find uN ∈ VN such that a(uN , v) = `(v), for all v ∈ VN . (4.4)

Of course this step concerns the computation of domain and boundary integrals, which is
the most difficult stage of the procedure. But we assume that all integrals are computed
accurately and seek a bound for the error ‖u− uN‖W 1

2 (Ω) for the function u ∈Wm+s
2 (Ω)

where m > 1 + d/2 and 0 6 s < 1. Our analysis allows to consider functions that are
less smooth than the functions in Wm+1

2 (Ω). First, recalling the Cea’s Lemma we have

‖u− uN‖W 1
2 (Ω) 6 C inf

v∈VN
‖u− v‖W 1

2 (Ω),

where C is a generic constant. Since su,X ∈ VN , we obtain

‖u− uN‖W 1
2 (Ω) 6 C ‖u− su,X‖W 1

2 (Ω),

which leads to the following corollary.
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Corollary 4.1. Let Ω ⊂ Rd be a bounded domain with Lipschitz boundary, and m be
an integer satisfying m > 1 + d/2 and let s ∈ [0, 1). Suppose that u ∈ Wm+s

2 (Ω) is
the solution to the variational problem (4.3) and uN ∈ VN is the solution of discretized
problem (4.4) where VN is constructed by the quasi-uniform set X = {x1, . . . , xN} ⊂ Ω,
the weight function φ satisfying assumptions of Lemma 3.5, and the basis functions (3.8).
Then there exist constants C and h0 such that for all set X with hX,Ω 6 min{h0, 1} the
estimation

‖u− uN‖W 1
2 (Ω) 6 Chm+s−1

X,Ω ‖u‖Wm+s
2 (Ω)

holds.

Finally according to (3.22) and discussions before Corollary 4.1, if integer m satisfies
m > d/2 and u ∈Wm+1

2 (Ω) then the error bound

‖u− uN‖W 1
2 (Ω) 6 ChmX,Ω‖u‖Wm+1

2 (Ω)

holds.
The orders are the same as those for classical finite elements. In both cases we can

use the technique of Nitsche to estimate the error in L2-norm.

5. Numerical examples

Since there are extensive numerical examples in literature, here we will restrict our-
selves to a couple of examples, in which we will concentrate on the predicted orders of
the errors in (3.18) and (3.22).

We consider the following example

u(x) = ‖x‖λ2 , x ∈ Ω ⊂ Rd,

where λ is a real parameter and Ω is a bounded region around the origin. It is well known
that

u ∈W τ
p (Ω)⇐⇒ λ > τ − d/p.

We let p = 2 and Ω = [−0.5, 0.5]2 ⊂ R2, and we assign two values 1.5 and 3 to λ.
According to the theory, in the first case we set m = 2 and examine (3.18), and in the
second case we set m = 3 and examine (3.22). In both cases a regular mesh distribution
with the fill distance h is used as a set of centers, the compactly supported C4 Wendland’s
function φ(r) = (1− r)6

+(35r2 + 18r+ 3) is employed as a weight function, and δ = 2mh
is used as a support-size. Results are presented in Tables 1 and 2 for q = 2,∞, and
different order derivatives α. The L2-errors are computed using a (200 × 200)-point
Gauss-Legendre quadrature, and L∞-errors are computed on a very fine regular mesh of
size hs = 0.005.

As we can see, the experimental results confirm the theoretical bounds.
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Table 1: Orders for λ = 1.5 and m = 2

L2 L∞

h α = (0, 0) α = (1, 0) α = (0, 0) α = (1, 0)

0.1 − − − −

0.05 2.56 1.51 1.50 0.50

0.025 2.52 1.50 1.50 0.50

0.0125 2.56 1.49 1.50 0.62

Theory 2.5 1.5 1.5 0.5

Table 2: Orders for λ = 3 and m = 3

L2 L∞

h α = (0, 0) α = (1, 0) α = (2, 0) α = (0, 0) α = (1, 0) α = (2, 0)

0.1 − − − − − −

0.05 3.75 3.08 2.06 3.00 2.03 1.00

0.025 3.86 3.01 1.99 3.00 2.00 1.00

0.0125 3.88 3.00 1.93 3.00 2.06 1.00

Theory 4 3 2 3 2 1

6. Appendix

We restate the following definition, lemmas and theorem from Chapter 3 of the book
[15].

Definition Appendix .1. Let V be a finite dimensional vector space with norm ‖ · ‖V
and let Z ∈ V ∗ (the dual space of V ) be a finite set consisting of N functionals. We
will say that Z is a norming set for V if the mapping T : V → T (V ) ⊆ RN defined by
T (v) = (z(v))z∈Z is injective. T is called the sampling operator.

If Z is a norming set for V , then T−1 : T (V ) → V exists and we can simply show
that

‖Tv‖RN 6 ‖T‖ ‖v‖V , ‖v‖V 6 ‖T−1‖ ‖Tv‖RN ,

which means that ‖ · ‖V and ‖T (·)‖RN are equivalent norms on V .

Lemma Appendix .2. Suppose that C = C(x, ξ, θ, r) is a cone. Then for every
0 < h 6 r/(1 + sin θ) the closed ball B = B(y, h sin θ) with center y = x+ hξ and radius
h sin θ is contained in C(x, ξ, θ, r).

Theorem Appendix .3. Suppose that Ω ⊂ Rd is compact and satisfies an interior
cone condition with radius r > 0 and angle θ ∈ (0, π/2). Let m ∈ N be fixed. Suppose
h > 0 and the set X = {x1, x2, . . . , xN} ⊆ Ω satisfy

19



(1) h 6 r sin θ
4(1+sin θ)2m2 ,

(2) for every B(x, h) ⊆ Ω there is a center xj ∈ X ∩B(x, h);

then Z = {δx1 , . . . , δxN } is a normig set for Pdm
∣∣
Ω

and the inverse of associated sampling
operator is bounded by 2. In fact for every p ∈ Pdm there exists xk ∈ Ω ∩ X such that
|p(xk)| > 1

2‖p‖∞,Ω. If h = hX,Ω, the second item is automatically satisfied.
Note that, the functionals Z = {δx1 , . . . , δxN } form a normig set for Pdm if and only

if X is Pdm-unisolvent.

The following Bernstein inequality can be easily proved by using the one dimensional
Bernstein inequality

‖p‖∞,(−ρ,ρ) 6 ρm‖p‖∞,(−1,1), ∀ p ∈ P1
m.

Details of the proof can be found in [21, Lemma B.4].

Lemma Appendix .4. Assume that B1 and B2 are two balls of radius ρ1 and ρ2,
respectively, and B1 ⊂ B2 ⊂ Rd. Then

‖p‖∞,B2 6

(
2ρ2

ρ1

)m
‖p‖∞,B1 , ∀ p ∈ Pdm.
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