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Abstract

In this paper the error analysis of the kernel collocation method for par-

tial differential equations on the unit sphere is presented. A simple analysis is

given when the true solutions lie in arbitrary Sobolev spaces. This also extends

the previous studies for true solutions outside the associated native spaces.

Finally, some experimental results support the theoretical error bounds.
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1 Introduction

Kernels are widely used for fitting a surface to scattered data arising from sam-

pling an unknown function defined on Sd = {x ∈ Rd+1 : ∥x∥2 = 1}. This is a

basic building block for constructing meshfree numerical methods for solving partial

differential equations (PDEs) on Sd which is an area of growing interest with applica-

tions to physical geodesy, potential theory, oceanography, and meteorology. Among

all numerical methods for PDEs, the collocation method which samples the input

operator at a predetermined set of scattered points, appears to be the simplest one.

We address the Galerkin and the Petrov-Galerkin methods as other well-established

methods for discretizing and solving some spherical PDEs [10, 16, 13]. The major

advantage of collocation method over Galerkin-type methods is the minimization of

the computational effort with respect to quadrature, since for each degree of freedom
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only one point evaluation at a so-called collocation point is required. This property

constitutes a significant advantage for applications on surfaces where constructing

an efficient quadrature and forming the stiffness matrices are rather costly.

We should mention that the RBF collocation method for solving PDEs on

bounded Euclidian domains has a rather longer history, starting from a couple of

papers by Kansa for problems in fluid dynamics [8, 9]. The approach of Kansa is

also called the unsymmetric RBF collocation method and has been widely used for

many types of PDEs thereafter. However, it was shown in [7] that this method may

lead to nonsolvable systems in some rare situations. By changing the setting to a

least squares approximation, a general error analysis for unsymmetric collocation

methods in provided in [23, 24]. On the other hand, the symmetric RBF collocation

method, known also as generalized Hermite interpolation, was introduced in [28, 19].

The first error bounds were obtained in [2, 3]. See also [5, 26, 27] for some newer

sources.

In this paper we analyze the numerical solution of PDEs on the unit sphere

by collocation at scattered data points with restricted kernels. The restriction of a

positive definite kernel from Rd+1 to any submanifold (such as Sd) is a simple way for

obtaining a positive definite kernel on the submanifold [4]. In [12, 14] the collocation

method based on the generalized Hermite interpolation on the sphere is investigated

while in [11] both standard and Hermite based methods are studied. If the PDE is

posed on the whole sphere without boundary conditions then both methods have the

same structure with different trial kernels. Thus the error analysis and stabilities are

the same. In the above sources the error bounds have been provided for PDEs with

true solutions in some specific Sobolev (native) spaces. In [21], the error analysis is

performed for the Galerkin method and the error estimate for collocation method is

obtained from that for the Galerkin method. The analysis covers a wider range of

Sobolev spaces smoother than the native space of the trial kernel.

In this work we give an analysis special for the collocation method which on the

one hand seems to be simpler and on the other hand extends the previous analysis

for true solutions come from arbitrary Sobolev spaces either smoother or coarser

than the native spaces.

The organization of the paper is as follows. In section 2 we review some tools for

approximation theory on the unit sphere. In section 3 the kernel collocation method

is discussed. The error analysis is given in section 4, and the experimental results

are reported in section 5.
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2 Basis functions and spaces on the unit sphere

In this section some preliminary results about polynomials on the sphere and about

spherical basis functions (SBFs) are reviewed. Then the Sobolev spaces associated

to some SBFs are briefly addressed. The section will end by a short description

about a class of restricted kernels on the unit sphere.

We start with spherical harmonics which are basic tools for approximation the-

ory on the sphere. Spherical harmonics are restrictions to the unit sphere Sd of

polynomials Y which satisfy ∆Y = 0, where ∆ is the Laplacian operator in Rd+1.

The space of all spherical harmonics of degree ℓ on Sd is denoted by Hd
ℓ , and has an

L2 orthonormal basis {
Yℓk : k = 1, . . . , N(d, ℓ)

}
,

where

N(d, 0) = 1, N(d, ℓ) =
(2ℓ+ d− 1)Γ(ℓ+ d− 1)

Γ(ℓ+ 1)Γ(d)
, ℓ ⩾ 1,

where Γ is the known Gamma function. The space of spherical harmonics of order

m or less will be denoted by

Pd
m :=

m⊕
ℓ=0

Hd
ℓ ,

with dimension N(d + 1,m). It is known that the spherical harmonics are the

eigenfunctions of the Laplace-Beltrami operator ∆0, and every function u ∈ L2 =

L2(Sd) can be expanded as

u =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

ûℓkYℓk, ûℓk =
1

ωd

∫
Sd
Yℓku dσ.

where ωd denotes the surface area of Sd and dσ is the surface measure of the unit

sphere. The L2-norm of u given by the formula

∥u∥20 :=
∫
Sd
|u|2dσ,

can also be expressed, via Parseval’s identity, as

∥u∥20 =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

|ûℓk|2.

Finally, we note that

N(d,ℓ)∑
k=1

Yℓk(x)Yℓk(y) =
N(d, ℓ)

ωd

Pℓ(d+ 1;xTy), (2.1)
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is the known addition formula for spherical harmonics. We refer the reader to [1, 15]

for more details.

Next, we explain the approximation space used in this paper. This space is

formed via so-called zonal kernels.

Definition 2.1 A kernel Φ : Sd×Sd → R is called zonal if Φ(x, y) = ϕ(xTy) for all

x, y ∈ Sd, where ϕ is a continuous univariate function on [−1, 1].

We are specially interested in zonal kernels of the type

Φ(x, y) = ϕ(xTy) =
∞∑
ℓ=0

aℓPℓ(d+ 1;xTy), aℓ > 0,
∞∑
ℓ=0

aℓ <∞,

where {Pℓ(d+1; t)}∞ℓ=0 is the sequence of (d+1)-dimensional Legendre polynomials

normalized to Pℓ(d+1; 1) = 1. In [25] and [29] it was proved that such ϕ is positive

definite on Sd. Using the addition formula (2.1), the kernel Φ(x, y) may also be

expressed in terms of spherical harmonics as

Φ(x, y) =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

ϕ̂(ℓ)Yℓk(x)Yℓk(y), (2.2)

where

ϕ̂(ℓ) =
ωd

N(d, ℓ)
aℓ.

If we assume that for some σ > d/2,

cΦ(1 + ℓ)−2σ ⩽ ϕ̂(ℓ) ⩽ CΦ(1 + ℓ)−2σ, ℓ ⩾ 0, (2.3)

holds for specific positive constants cΦ and CΦ, then the native space associated to

Φ is norm equivalent to Hσ = Hσ(Sd), the Sobolev space of order σ on Sd. If fact,

the native space NΦ = NΦ(Sd) is defined by

NΦ :=
{
u ∈ D′(Sd) : ∥u∥2Φ :=

∞∑
ℓ=0

N(d,ℓ)∑
k=1

|ûℓk|2

ϕ̂(ℓ)
<∞

}
,

where D′(Sd) is the space of distributions on Sd. It can be shown that NΦ is a

Hilbert space with respect to the inner product

⟨u, v⟩Φ :=
∞∑
ℓ=0

N(d,ℓ)∑
k=1

ûℓkv̂ℓk

ϕ̂(ℓ)
, u, v ∈ NΦ.

Moreover, Φ is reproducing kernel for NΦ, i.e., for all u ∈ NΦ,

⟨u,Φ(x, ·)⟩Φ = u(x), x ∈ Sd.

4



On the other hand, the Sobolev space Hσ with real parameter σ is defined by

Hσ = Hσ(Sd) :=
{
u ∈ D′(Sd) : ∥u∥2σ :=

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2σ|ûℓk|2 <∞
}
.

Thus, under condition σ > d/2, due to the definitions of NΦ and Hσ and condition

(2.3), we have

cΦ∥u∥2Φ ⩽ ∥u∥2σ ⩽ CΦ∥u∥2Φ,

which means that NΦ and Hσ are norm equivalent.

A class of basis functions which satisfy condition (2.3) for some σ can be obtained

by restricting the positive definite kernels from Rd+1 to Sd. If the original kernel is

positive definite, so is its restriction to Sd, making it well-suited for scattered data

interpolation problems on Sd. This type of kernels has been studied in [20, 17, 30]

while the general case, concerning an arbitrary submanifold, has been investigated

in [4]. Let’s make it more precise. Assume that S is a radial basis function on Rd+1,

i.e. there exists a univariate function ψ such that S(x) = ψ(∥x∥2) where ∥ · ∥2 is

Euclidian norm in Rd+1. Since for points x, y ∈ Sd we have ∥x− y∥2 =
√

2− 2xTy,

we may therefore define

Φ(x, y) = ϕ(xTy) := ψ(
√

2− 2xTy) = ψ(∥x− y∥2) = S(x− y), x, y ∈ Sd.

It is clear that Φ inherits the property of positive definiteness from S. In [17] it was

proved that if Φ is represented in the form (2.2) then the Fourier coefficients ϕ̂(ℓ)

satisfy the decay condition (2.3) for some σ > 0. To be more precise, if we assume

that the radial basis function S has Hs(Rd+1) as its native space, which is equivalent

to this fact that its (d+ 1)-variate Fourier transform Ŝ(ω) behaves like

(1 + ∥ω∥22)−s, ω ∈ Rd+1,

for s > d+1
2
, then Φ (the restriction of S on Sd) generates Hs−1/2(Sd), i.e. its Fourier

coefficients satisfy (2.3) for σ = s − 1
2
. In the general case, when S is restricted

to a k-dimensional smooth submanifold Mk ⊂ Rd+1, then the native space of the

restricted kernel is Hs−(d+1−k)/2(Mk). See [4, Theorem 5].

3 Collocation method

We consider a general PDE problem

Lu = f on Sd, (3.1)

where L is a self-adjoint differential operator of order κ, for some κ > 0, and f is a

given known right hand side function. The unknown function u is assumed to lie in
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a proper Sobolev space which will be determined explicitly below. In additions, we

assume that Lu is expressed as a Fourier series

Lu =
∞∑
k=1

N(d,ℓ)∑
k=1

L̂(ℓ)ûℓkYℓk,

in which

cL(1 + ℓ)κ ⩽ L̂(ℓ) ⩽ CL(1 + ℓ)κ, ℓ ⩾ 0, (3.2)

where cL, CL are two positive constants independent of ℓ. This means that L is

strongly elliptic. For example, for special case L = −∆0 + ω2I we have L̂(ℓ) =

ℓ(ℓ + d − 1) + ω2 and κ = 2. Although the method can be successfully applied

on even more general cases, our assumptions above pave the way to analyze the

method, perfectly.

Assume that Φ is a kernel that satisfies condition (2.3) for some σ > d/2. Suppose

X = {x1, x2, . . . , xN} ⊂ Sd

is a given discrete set of scattered points on the unit sphere Sd. The numerical

solution

uN = uN,Φ,X =
N∑
j=1

bjΦ(·, xj)

from the trial space

VΦ,X := span{Φ(·, xj) : xj ∈ X}

is simply determined by collocation conditions

LuN(xk) = f(xk), k = 1, . . . , N. (3.3)

This leads to the linear system

Ab = F, (3.4)

where A = (akj) is a (N × N)-matrix with akj = (LΦ(·, xj))(xk), k, j = 1, . . . , N ,

and F = (fk) is a N -vector with fk = f(xk), k = 1, . . . , N .

If Φ is a zonal kernel represented by the Fourier series (2.2), then LΦ is a zonal

kernel having the Fourier expansion

LΦ(x, y) =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

ϕ̂(ℓ)L̂(ℓ)Yℓk(x)Yℓk(y). (3.5)

The collocation matrix A is formed via kernel

Λ(x, y) := (LΦ(·, y))(x)
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which is a positive definite kernel provided that Φ is positive definite, because from

(3.5) the Fourier coefficients of kernel Λ(x, y) are λ̂(ℓ) = ϕ̂(ℓ)L̂(ℓ). Thus we have

the following Theorem from [11]. Before that, to shorten our presentation we collect

global assumptions on differential operator L and trial kernel Φ that we will employ

almost throughout the rest of the paper.

Assumption 3.1 Let L be a self-adjoint differential operator satisfying (3.2) for

positive integer κ, and Φ be a positive definite spherical basis function on Sd satis-

fying (2.3) for σ > d/2 + κ/2.

Theorem 3.2 Under the Assumption 3.1, there exists a unique function uN ∈ VΦ,X

that fulfills the conditions (3.3).

Since the final linear system is positive definite (and sparse for compactly supported

kernels), special and fast linear algebra solvers can be used in practical situations.

4 Error Analysis

This section is devoted to convergence analysis of the collocation method of preced-

ing section. The final error bounds are applicable for solution u in Sobolev spaces

Hγ for κ ⩽ γ ⩽ 2σ where κ is the order of L and σ is the smoothness index of kernel

Φ which is determined by (2.3). The errors are measured in Sobolev norms ∥ · ∥β
for κ ⩽ β ⩽ min{γ, σ + κ/2} and β = 0.

At the starting point, we express the relation between appropriate norms of

u and Lu for differential operator L. Although this is a well known property of

Sobolev spaces and is also mentioned in passing in [11], we bring a proof for readers

conveniences.

Theorem 4.1 If L satisfies (3.2) for a positive constant κ and u ∈ Hτ for τ ⩾ κ,

then Lu ∈ Hτ−κ and there exist constants c and C such that

c ∥u∥µ ⩽ ∥Lu∥µ−κ ⩽ C ∥u∥µ (4.1)

hold for any µ with κ ⩽ µ ⩽ τ .

7



Proof. Using the definition of norms by Fourier series we have

∥Lu∥2µ−κ =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(µ−κ)|(L̂u)ℓk|2

=
∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(µ−κ)|L̂(ℓ)ûℓk|2

⩽ C2
L

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2µ|ûℓk|2

= C2
L∥u∥2µ

where we have used condition (3.2) to bound L̂(ℓ). On the other hand we can write

∥u∥2µ =
∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2µ|ûℓk|2

⩽
1

c2L

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(µ−κ)|L̂(ℓ)ûℓk|2

⩽
1

c2L

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(µ−κ)|(L̂u)ℓk|2

=
1

c2L
∥Lu∥2µ−κ,

where we have again used condition (3.2) to bound L̂(ℓ). ■
Now, following [11], we introduce a new positive definite kernel

Ψ := L−1Φ.

This kernel has Fourier coefficients ψ̂(ℓ) = ϕ̂(ℓ)/L̂(ℓ) and defines the inner product

⟨u, v⟩Ψ :=
∞∑
ℓ=0

N(d,ℓ)∑
k=1

L̂(ℓ)

ϕ̂(ℓ)
ûℓkv̂ℓk, u, v ∈ Hσ+κ/2, (4.2)

with the corresponding norm ∥u∥2Ψ := ⟨u, u⟩Ψ. Under the Assumption 3.1, we can

prove that

c∥u∥σ+κ/2 ⩽ ∥u∥Ψ ⩽ C∥u∥σ+κ/2, (4.3)

with c =
√
cL/CΦ and C =

√
CL/cΦ, which shows that ∥ · ∥Ψ norm is equivalent to

the Sobolev norm ∥ · ∥σ+κ/2, and the Sobolev space Hσ+κ/2 with the inner product

(4.2) is a reproducing kernel Hilbert space with kernel Ψ, provided that σ + κ/2 >

d/2.

The lemma below shows that uN is the best approximation for u out of VΦ,X in

∥ · ∥Ψ norm. The proof can be found in [11, Lemma 4].
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Lemma 4.2 Under the Assumption 3.1, if u ∈ Hσ+κ/2 and uN ∈ VΦ,X is the solu-

tion of the collocation method then

⟨u− uN , s⟩Ψ = 0 for all s ∈ VΦ,X ,

and hence

∥u− uN∥Ψ ⩽ ∥u∥Ψ. (4.4)

The norm equivalence property (4.3) together with (4.4) give the stability bound

∥u− uN∥σ+κ/2 ⩽ C∥u− uN∥Ψ
⩽ C∥u∥Ψ
⩽ C∥u∥σ+κ/2.

(4.5)

The order of convergence of kernel methods are mainly based on the density

and the quality of trial and test points. There are three geometrical quantities

associated with X. The separation distance qX is the radius of the largest ball that

can be placed around every point in X such that no two balls overlap, i.e.

qX :=
1

2
min
j ̸=k

dist(xj, xk).

On the other hand, the fill distance corresponds to the radius of the largest empty

possible ball that can be placed between the points in X. It is mathematically

defined by

hX := max
x∈Sd

min
xj∈X

dist(x, xj).

Finally the mesh ratio rX is defined by

rX :=
hX
qX

,

which measures how uniformly the points are placed. When it is close to 1, the

distribution of the points in X is said to be quasi-uniform. For R ⩾ 1, let XR =

XR(Sd) be the family of all sets of centers X with rX ⩽ R; we will say that the

family XR is R-uniform.

The following “sampling inequality” or “zeros lemma” has been proved in [16]

by applying Theorem 5.5 of [18].

Lemma 4.3 Let α, β ∈ R satisfy β > d/2 and 0 ⩽ α ⩽ β. Suppose that X ⊂ Sd is

a set of scattered points with fill distance hX . If u ∈ Hβ satisfies u|X = 0, then for

hX sufficiently small, we have

∥u∥α ⩽ Chβ−α
X ∥u∥β.
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Let us prove the first theorem which is applicable only for functions u in Hσ+κ/2.

In the sequel we generalize this result to a wide range of Sobolev spaces.

Theorem 4.4 Under the Assumption 3.1, if τ := σ + κ/2 and uN ∈ VΦ,X is the

solution of the collocation method then for all u ∈ Hτ the error bound

∥u− uN∥β ⩽ Chτ−β
X ∥u∥τ , (4.6)

holds for κ ⩽ β ⩽ τ and for sufficiently small fill distance hX of set X on Sd.

Proof. By applying Theorem 4.1, Lemma 4.3 (by replacing u by Lu − LuN) and

inequality (4.5) we have for κ ⩽ β ⩽ τ

∥u− uN∥β ⩽ C∥Lu− LuN∥β−κ

⩽ Chτ−β
X ∥Lu− LuN∥τ−κ

⩽ Chτ−β
X ∥u− uN∥τ

⩽ Chτ−β
X ∥u∥τ ,

which complete the proof. ■
Now, we aim to estimate the error for approximating functions smoother than

those in the native space Hτ of kernel Ψ. A “doubling trick” will be applied in the

case where u ∈ Hτ+α for real numbers α ∈ [0, τ ]. First, we measure the error in the

∥ · ∥τ norm and then we extend it to the ∥ · ∥β norm for real numbers β ∈ [κ, τ ].

Lemma 4.5 Under the Assumption 3.1, if τ := σ + κ/2 and α ∈ [0, τ − κ] then

∥u− uN∥τ ⩽ ChαX∥u∥τ+α,

provided that hX is sufficiently small and u ∈ Hτ+α.

Proof. By Lemma 4.2 we have ⟨u − uN , s⟩Ψ = 0 for all s ∈ VX . Consequently,

⟨u− uN , uN⟩Ψ = 0 which implies ∥u− uN∥2Ψ = ⟨u− uN , u⟩Ψ. Let e := u− uN . We
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have

∥u− uN∥2τ ⩽
CΦ

cL
∥u− uN∥2Ψ

=
CΦ

cL
⟨e, u⟩Ψ =

CΦ

cL

∞∑
ℓ=0

N(d,ℓ)∑
k=1

L̂(ℓ)

ϕ̂(ℓ)
ûℓkêℓk

⩽
CΦCL

cΦcL

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2τ ûℓkêℓk

⩽
CΦCL

cΦcL

∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)τ+α|ûℓk|(1 + ℓ)τ−α|êℓk|

⩽
CΦCL

cΦcL

 ∞∑
ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(τ+α)|ûℓk|2
1/2 ∞∑

ℓ=0

N(d,ℓ)∑
k=1

(1 + ℓ)2(τ−α)|êℓk|2
1/2

=
CΦCL

cΦcL
∥u∥τ+α∥e∥τ−α

=
CΦCL

cΦcL
∥u∥τ+α∥u− uN∥τ−α,

where (4.3), (3.2) and (2.3) are applied in the first and third lines. On the other

hand we can write

∥u− uN∥τ−α ⩽ C∥Lu− LuN∥τ−α−κ (using Theorem 4.1 since α ⩽ τ − κ)

⩽ ChαX∥Lu− LuN∥τ−κ (using Lemma 4.3 since τ > d/2 + κ)

⩽ ChαX∥u− uN∥τ . (using Theorem 4.1)

Combining the two recent inequalities and then dividing both sides by ∥u − uN∥τ
yield the desired bound. ■

Theorem 4.6 Under the Assumption 3.1, if τ := σ+κ/2, β ∈ [κ, τ ] and γ ∈ [τ, 2σ]

then

∥u− uN∥β ⩽ Chγ−β
X ∥u∥γ, (4.7)

provided that hX is sufficiently small and u ∈ Hγ.

Proof. By applying Theorem 4.1 and Lemma 4.3 we have

∥u− uN∥β ⩽ C∥Lu− LuN∥β−κ (using Theorem 4.1 since β ⩾ κ)

⩽ Chτ−β
X ∥Lu− LuN∥τ−κ (using Lemma 4.3 since τ ⩾ d/2 + κ)

⩽ Chτ−β
X ∥u− uN∥τ . (using Theorem 4.1)

An application of Lemma 4.5 for α = γ − τ then gives the desired bound. ■
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We note that, the same error bound has been proved in [21, Theorem 6.3] using a

different approach which uses well-known knowledge on the Galerkin method. The

analysis is based on an observation that the collocation method can be viewed as a

Galerkin method, due to the reproducing kernel property of the space in use. Our

proof above is different and in addition the following theorem concerns the case

γ ⩽ τ , i.e. the case where u lies outside the native space Hτ of kernel Ψ.

Theorem 4.7 Under the Assumption 3.1, let τ := σ + κ/2, γ > d/2 + κ and

κ ⩽ β ⩽ γ ⩽ τ . Then for all u ∈ Hγ we have

∥u− uN∥β ⩽ Crτ−γ
X hγ−β

X ∥u∥γ, (4.8)

provided that hX is sufficiently small. Here rX is the mesh ratio of set X.

Proof. Remember that LuN can be viewed as the Λ-interpolant of function Lu where

Λ = LΦ. Inspiring from (3.5), the inner product on NΛ is defined by

⟨u, v⟩Λ :=
∞∑
ℓ=0

N(d,ℓ)∑
k=1

1

L̂(ℓ)ϕ̂(ℓ)
ûℓkv̂ℓk,

with the corresponding norm ∥u∥2Λ := ⟨u, u⟩Λ. Under the Assumption 3.1, we can

prove that

c∥u∥σ−k/2 ⩽ ∥u∥Λ ⩽ C∥u∥σ−k/2,

which shows that if σ − κ/2 > d/2 then Hσ−κ/2 is Λ reproducing kernel Hilbert

space and norms ∥ · ∥Λ and ∥ · ∥σ−κ/2 are equivalent.

By assumptions γ > d/2 + κ and κ ⩽ β ⩽ γ ⩽ τ . Let γ̄ = γ − κ, β̄ = β − κ and

τ̄ = τ − κ. Since d/2 < γ̄ ⩽ τ̄ , [18, Theorem 5.5] yields

∥Lu− LuN∥β̄ ⩽ Crτ̄−γ̄
X hγ̄−β̄

X ∥Lu∥γ̄ = Crτ−γ
X hγ−β

X ∥Lu∥γ̄,

because γ̄ − β̄ = γ − β and τ̄ − γ̄ = τ − γ. Now, by applying Theorem 4.1 and the

above inequality we have

∥u− uN∥β ⩽ C∥Lu− LuN∥β̄
⩽ Crτ−γ

X hγ−β
X ∥Lu∥γ̄

⩽ Crτ−γ
X hγ−β

X ∥u∥γ,

which proves (4.8). ■
If we work with R-uniform family of centers, i.e. X ∈ XR, then in inequality

(4.8) we can replace rX by R to get the bound

∥u− uN∥β ⩽ CXR
hγ−β
X ∥u∥γ, (4.9)
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where Crτ−γ
X ⩽ CRτ−γ =: CXR

.

An L2-error bound follows trivially. From Theorem 4.1 we have ∥Lu−LuN∥0 ⩽
C∥u − uN∥κ. Combining this with the special case β = κ in (4.7) and (4.9) for

X ∈ XR, we simply have

∥Lu− LuN∥0 ⩽ C hγ−κ
X ∥u∥γ, d/2 + κ < γ ⩽ 2σ.

On the other hand we have ∥u−uN∥0 ⩽ C∥Lu−LuN∥0. Thus the following L2-error

bound can be deduced,

∥u− uN∥0 ⩽ C hγ−κ
X ∥u∥γ, d/2 + κ < γ ⩽ 2σ, (4.10)

for all u ∈ Hγ satisfying (3.1). Although ∥u − uN∥0 ⩽ C∥Lu − LuN∥0 is a coarse

estimate, the same example as that is given in [11, Lemma 6] shows that (in general)

the error bound (4.10) is sharp not only for γ = σ + κ/2 (the case in [11]) but also

for all γ ∈ (d/2 + κ, 2σ].

Here we discuss about the generalized Hermite collocation method for PDE prob-

lem (3.1) where the approximation space

WΦ,X := span{LΦ(·, xj), xj ∈ X}

is used instead of VΦ,X and the numerical solution

uN = uN,X,Φ =
N∑
j=1

bjLΦ(·, xj)

is obtained by enforcing the collocation conditions (3.3). This leads to linear system

Ab = F where akj = LLΦ(xk, xj), k, j = 1, . . . , N and fk = f(xk), k = 1, . . . , N .

In the case of the sphere (since there exists no boundary) this method is equivalent

to the previous one by replacing Φ by LΦ. The auxiliary kernel Ψ will be Ψ =

L−1(LΦ) = Φ. Since the Fourier coefficients of LΦ behave like as (1 + ℓ)−2(σ−κ/2)

rather than (1 + ℓ)−2σ for Φ itself, we just need to replace σ in the above analysis

by σ − κ/2 to end with the following corollaries.

Corollary 4.8 Assume that uN ∈ WΦ,X is the collocation solution for (3.1) where L

satisfies (3.2) and Φ satisfies (2.3) for σ > κ+d/2. Let β ∈ [κ, σ] and γ ∈ [σ, 2σ−κ].
Then the error bound

∥u− uN∥β ⩽ Chγ−β
X ∥u∥γ,

holds provided that hX is sufficiently small and u ∈ Hγ.
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Corollary 4.9 Assume that uN ∈ WΦ,X is the collocation solution for (3.1) where L

satisfies (3.2) and Φ satisfies (2.3) for σ > κ+d/2. If γ > d/2+κ and κ ⩽ β ⩽ γ ⩽ σ

then for all u ∈ Hγ we have

∥u− uN∥β ⩽ Crσ−γ
X hγ−β

X ∥u∥γ,

provided that hX is sufficiently small.

Also, the L2-error bound (4.10) can be rewritten similarly for collocation solution

uN ∈ WΦ,X . The only difference is that the rage of γ should now be changed to

d/2 + κ < γ ⩽ 2σ − κ.

We remark that the Sobolev norm ∥u∥γ on the right hand sides of the all above

error bounds can be replaced by ∥f∥γ−κ by applying the norm equivalence property

(4.1). This makes the measurements more accessible because f is a known function

while u is the unknown solution.

We close this section by noting that if n is a nonnegative integer such that

β > n + d/2, then using the Sobolev Imbedding Theorem we can rewrite error

bounds (4.6), (4.7), (4.8) and (4.9) with the error measured in the norm of Cn(Sd)

rather than in the Sobolev norm ∥ · ∥β . In particular, if n = 0, then we can bound

the pointwise error.

5 Numerical experiments

Consider equation (3.1) on S2 where L = −∆0 + I. In order to test and verify the

theoretical error bounds of preceding section we need to construct a finitely smooth

true solution u for (3.1). Let {ξ1, . . . , ξM} be a set of M points on S2 and define

u(x) :=
M∑
k=1

bkφα(
√

2− 2xT ξk), x ∈ S2,

for some known coefficients bk, where

φα(r) = (εr)α−3/2Kα−3/2(εr)

is the well-known Matérn kernel. Here Kα is the modified Bessel function of the

second kind of order α. Let α = (µ+2)/2. Since φα produces Hα(R3), its restriction

to S2 producesHα−1/2(S2). Then [13, Lemma 8.3] can be applied to show u ∈ Hγ(S2)

for any γ < µ. We write u ∈ Hµ−ϵ where ϵ > 0 is arbitrary small real number. We

use various α’s to verify the error bounds (4.6), (4.7) and (4.9). In experiment the
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shape parameter ε = 2 and a set {ξ1, . . . , ξ100} of scattered points on S2 [22] are

used. Moreover, we set

b̃ = (0.1,−0.2, 0.4, 0.3,−0.1,−0.4, 0.3,−0.5, 0.1, 0.2), b = (b̃,−b̃, b̃, . . . ,−b̃︸ ︷︷ ︸
10 times

).

The right hand side function f is calculated, accordingly. The Wendland’s kernel

Φ(x) = (1− ∥x∥2)6+(35∥x∥22 + 18∥x∥2 + 3), x ∈ R3,

restricted to S2 is employed to form the trial space. This kernel satisfies (2.3) with

σ = 3.5. Since τ = σ + κ/2 = 4.5, the constructed solution u is less smoother

than Hτ functions (u is outside the native space of Ψ = L−1Φ) if µ ⩽ 4.5 or

α ⩽ 3.25. Otherwise, u is smoother than the functions in Hτ . Since u ∈ Hµ−ϵ the

error bounds (4.6), (4.7) and (4.9) predict the order µ− ϵ− β if the error function

eN := u − uN is measured in ∥ · ∥β norm. We assume β = 2 and approximate

the error ∥eN∥2 by ∥eN + ∆0eN∥0 where the L2 error is computed via a spherical

quadrature on S2 adopted from [6]. The equal area partitioning algorithm [22] is

used to generate the sets of scattered quasi-uniform points on S2 that are used as

trial and test (collocation) points. Results are given in Table 1. Since for X in a

family of R-uniform sets on S2 we have hX = O(N−1/2), the numerical orders are

computed via

log

(
∥eold∥2
∥enew∥2

)/
log

(√
Nnew

Nold

)
,

row by row. The theoretical orders are shown in the last row of Table 1. As we see,

the numerical orders confirm the theoretical ones, approximately. In the first case

(α = 3) the true solution is outside the native space of Ψ (or H4.5), thus the error

bound (4.9) is applicable. The last column shows that the order of convergence is

saturated at full order 2σ − β = 7− 2 = 5 even if u is smoother than H7.

6 Conclusion

This paper concerns the error analysis of the kernel collocation methods for partial

differential equations on the unit sphere Sd. Restricted positive definite kernels from

Rd+1 into Sd are used and the analysis is given for functions in wider range of Sobolev

spaces. The experimental results support the theoretical bounds.
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